Statistical Analysis of 1999 Ft. Dodge/Webster County Laborshed Data
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I. Introduction



The availability of labor in a specific geographic region, defined as a laborshed of the Institute for Decision Making (IDM), is an issue of great concern to Iowa’s businesses and industry.  IDM is the community economic development component within the College of Business Administration’s External Services Division.  Created in 1987, IDM now has a client base of over 270 organizations ranging from chambers of commerce, local economic development corporations to multi-community development organizations.  Working with these organizations, IDM provides hands-on technical assistance to meet primarily the changing community and economic development needs of Iowa’s rural and urban communities.   Its core services include community-wide strategic planning, short-term economic development planning, community marketing, organizational development and assistance, target industry analysis and applied research.

This statistical analysis supports the core services of IDM by estimating the availability of workers in the Ft. Dodge/Webster County area.  A survey of 400 residents in the Ft. Dodge laborshed recorded employment demographics such as employment status, age, education and miles driven to work.  Of particular interest is the ordinal variable that rates a person’s desire to change employment on a 1-4 scale (1=very likely to change; 4=very unlikely to change).  


One fundamental goal of this statistical analysis is to determine which factors influence a person’s desire to change jobs.  Furthermore, these factors can be used to estimate the available labor pool for an individual job.  In particular, given a set of job characteristics such as wage, education level needed, etc., a model can be developed to estimate the potential number of applicants for such a job.  We will demonstrate a weighting algorithm that can estimate the total available labor force in Ft. Dodge laborshed.


Our analysis to address which factors influence a person’s desire to change employment takes two routes: an individual and an aggregate level study.  The individual level analysis, conducted by Nathan Quayle, involves studying the 400 surveyed people to identify which factors most influence their desire to change employment.   We use correlation and regression techniques and discuss how to model these data as a logistic regression with polytomous response.  The aggregate level analysis involved aggregating the 400 individuals to geographical regions of interest and was conducted by Mike Carpenter.  Our model at the aggregate level is a Poisson regression.

II. Individual Level Analysis

1. OVERVIEW

A random sample of 400 individuals ages 18 to 64 was conducted by the Heartland Commission Group of Ft. Dodge.  Details on the design and implementation can be found in the Laborshed Analysis (1999, p. 4).  Variables of interest collected on all 400 individuals include gender, age, education level, place of residence and current employment status as employed, unemployed, homemaker or retired.

318 employed residents were queried about the location of their employer, employer type, occupation, years of employment in their occupation, current salary, additional education/skills possessed, number of jobs currently held and the number of hours worked per week.  In addition, variables collected inquiring about aspects of changing employment include how far one would be willing to travel to change employment, the wage desired to change jobs and the number of hours willing to work.

16 unemployed individuals and 34 homemakers in the survey were asked how many hours they had been previously working and at what wage, how many hours they would prefer to work, the lowest wage they would accept to change (regain) employment and the number of miles the person is willing to travel to change (regain) employment.

32 retired individuals under age 65 in the survey were asked how many hours they would prefer to work should they reenter the workforce, the lowest wage they would accept to return to being employed and the number of miles the person is willing to travel to return to being employed.

The data compiled from the survey were sorted by employed, unemployed, homemaker, and retired.  Each of these employment status groups was studied separately at the individual level.  The data had to be thoroughly examined to eliminate individuals with missing records or unreasonable values.   We then had to decide which variables (covariates) were important in each study at an individual analysis level.  Because we could only analyze variables that could be represented numerically, some text variables (for example, the perceived benefits of changing employment) were omitted.  Other variables were aggregated to make a single variable to reduce multicollinearity (for example,  dollars per hour and yearly salary). 

All surveyed respondents were asked about their likelihood to change (regain) employment:



1:  Very likely



2:  Somewhat likely



3:  Somewhat unlikely



4:  Very unlikely.

This variable became the dependent variable in the subsequent simple linear regression model.


2. CORRELATION AND SIMPLE LINEAR REGRESSION ANALYSIS

Every covariate in each employment status group was then paired to the dependant variable to find the individual correlation between it and the dependant variable.  First the variables of interest had to be examined for observations that had missing or unreasonable values, which were then deleted.  Thus, the individual correlations between the separate covariates and the dependant variable were based on different sample sizes.

SAS programs were then written to perform Simple Linear Regressions where the dependent variable was the person’s decision to change jobs, as described earlier.  This analysis will allow one to determine which variables most influence such a decision.  Various covariates were examined and the P-value (the observed level of significance of the covariate when compared to the dependant variable) was reported in Tables 1-4.  Covariates whose P-values are small are deemed significant; we chose an alpha level of 0.1 as the cutoff level for defining a small P-value.  The ‘Question’ variable in Table 1 (for example QE3) refers to the question number identified in the Ft. Dodge laborshed survey .

Table 1: Correlation/SLR results for Employed
Y = Person’s decision to change Jobs

           1 = Very likely

           2 = Somewhat likely

           3 = Somewhat unlikely

           4 = Very unlikely

 Variable   Question         Description                N       corr(Yi,Xi)   p-value

    x1         QE3       Miles one way to work       298       -0.0970    0.0939

    x2        QE10           Hours working             312         0.0380    0.5026

    x3        QE12       Hours preferred to work     46        -0.3100    0.0360

    x4        QE14            Hourly wage               209        0.0200    0.2891

    x5        QE15            Work length               308        0.0960     0.0908

    x6        QE20    Lowest wage to change      102         0.0300    0.7646

    x7        QE22      Miles willing to travel        107        0.2010     0.0380

    x8         QA7       Sex (0=male, 1=female)  310        -0.0440    0.4404

    x9         QA8                Age                       313        0.1350     0.9833

    x10        QA9          School Completed        312         0.0010    0.9597

Table 2: Correlation/SLR results for Unemployed
Y = Person’s decision to regain employment

            1 = Very likely

            2 = Somewhat likely

            3 = Somewhat unlikely

            4 = Very unlikely

  Variable    Question          Description                 N      corr(Yi,Xi)  p-value

     x1         QU8      Hours Previously Working       15       -0.3200     0.2446

     x2         QU11            Hourly wage                  11        0.3690     0.2637

     x3         QU17      Hours preferred to work        11       -0.3890     0.2371

     x4         QU18    Lowest wage to change          10        0.1530     0.6723

     x5         QU20      miles willing to travel            11        0.5280     0.0947

     x6         QA7       Sex (0=male, 1=female)        15       -0.0490     0.8616

     x7         QA8                 Age                           14        0.1790     0.5400

     x8         QA9          School Completed              15        0.3440     0.2086

Table 3: Correlation/SLR results for Homemakers
Y = Person’s decision to change Jobs

             1 = Very likely

             2 = Somewhat likely

             3 = Somewhat unlikely

             4 = Very unlikely

  Variable     Question           Description                 N     corr(Yi,Xi)  p-value

     x1           QH6       Hours previously working      33      -0.0770    0.6666

     x2           QH8             Hourly wage                  17       0.1100    0.6740

     x3          QH11        Hours preferred to work      13      -0.2280    0.4536

     x4          QH12     Lowest wage to change         13       0.1220    0.6915

     x5          QH14       Miles willing to travel           18      -0.1620    0.6075

     x6           QA7        Sex (0=male, 1=female)      34      -0.3010    0.0837

     x7           QA8                 Age                          34       0.1630    0.3569

     x8           QA9           School Completed            34       0.0770    0.6658

Table 4: Correlation/SLR results for Retired
Y = Person’s decision to regain employment

           1 = Very likely

           2 = Somewhat likely

           3 = Somewhat unlikely

           4 = Very unlikely

 Variable   Question           Description                 N       corr(Yi,Xi)  p-value

    x1         QR6       Hours preferred to work        12       -0.4890     0.1069

    x2         QR8    Lowest wage to change           12        0.3800      0.2224

    x3        QR10       Miles willing to travel           12       -0.0850      0.7932

    x4         QA7       Sex (0=male, 1=female)       31       -0.1770     0.3414

    x5         QA8                 Age                          32        0.0940      0.6075

    x6         QA9          School Completed             32        0.1875      0.3040

3. RESULTS

Interpretations from the individual level analysis are presented for each employment status group in this section for the Ft. Dodge data.

a.  Employed

· Employed people prefer a job in which they could work fewer hours (n=46, corr=-0.310, pvalue=0.0360)

· Their current income does not affect their desire to change jobs (n=209, corr=0.020, pvalue=0.2891)

· They tend to live close to work (n=298, corr=-0.097, pvalue=0.0939)

· They say that they do not seem to mind driving further in order to change jobs (n=107, corr=0.201, pvalue=0.0380)

b.  Unemployed

· Unemployed people say that they do not seem to mind driving further in order to find work (n=11, corr=0.528, pvalue=0.0947)

· Variables hours preferred to work (n=11, corr=-0.389, pvalue=0.2371) and hourly wage (n=11, corr=0.369, pvalue=0.2637) do not affect the unemployed person’s willingness to become employed.

c.  Homemakers

· Women homemakers tend to be less likely to change employment (n=34, corr=-0.301, pvalue=0.0837)

· Covariates hourly wage (n=17, corr=0.110, pvalue=0.6740), miles willing to travel (n=15, corr=-0.162, pvalue=0.5639) and hours preferred to work (n=13, corr=-0.228, pvalue=0.4536) do not influence a homemakers decision to change employment. 


d.  Retired

· Retired people would prefer to work fewer hours (n=12, corr=-0.489, pvalue=0.1069)

· Miles willing to travel is not a factor (n=12, corr=0.085, pvalue=0.7932) in determining whether a retired person accepts employment.

4. LOGISTIC REGRESSION WITH POLYTOMOUS RESPONSE MODEL

With the significant covariates from the SLR analysis above, a multiple regression model was then explored.  Unfortunately, the results of the multiple regression are not useful because of the following reasons.

a. In order for the multiple regression to be performed, there can be no missing values in the collection of variables being considered.  This became a problem when trying to compile numerous variables from the survey.

b. By deleting those records lacking all the covariates of interest in the employed study alone, the number of useful records became 22 (out of the 318 employed individuals in the survey).  A similar loss of data occurred with the other employment status levels.

c. The number of completely available records has to be increased to provide a useful multiple regression analysis.

In addition, a more appropriate model to estimate the available work force given certain covariates such as age, potential salary, etc. is a logistic regression with polytomous response.  In the sequel, we outline the procedure.  As before, we work with the person’s decision to change employment (1=Very likely, 2=Somewhat likely, 3=Somewhat unlikely and 4=very unlikely), but model the theoretical probabilities of each (
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, covariates for each employment status group such as those given in Tables 1-4, respectively, we can model these theoretical probabilities with a logistic regression.  Note that having four levels of the ordinal dependent variable (the person’s decision to change employment) requires us to choose a baseline level (polytomous response).  We demonstrate the model with Employed, choosing 
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Likewise for 
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To arrive at the weighted labor force of currently employed individuals given a set of covariates (
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Finally, given a set of covariates, the combined (over the four employment groups) weighted labor force, 
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Thus, 
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provides a model based algorithm for estimating the total available (weighted) labor force given a set of job characteristics.

5. CONCLUSIONS



We have just detailed a procedure that provides an estimate of the available labor pool given a set of job characteristics which improves upon the previously used methodology on two fronts.  First, the labor pool would naturally depend upon the job available.  The available work force for a blue collar job would be far different from that of a web site manager, for example.  Hence any model estimate should take into consideration the wage offered, education level desired, etc.  The second reason for the attraction of 
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 is that it is a model based estimator.  The data choose which variables are most important, rather than arbitrarily doing so.



It is unfortunate that the lack of complete data records for the Ft. Dodge dataset prevents us from fitting the polytomous response logistic regression models.  We intend to pursue these models with a richer dataset.  Nevertheless, the analysis of sections II.2 and II.3 allow meaningful interpretations of the Ft. Dodge data.

III.  Aggregate Level Analysis

1. OVERVIEW

A laborshed or Labor Market Area (LMA) consists of a homogeneous geographical region from which “a community draws its commuting workers” (Pilkington, 1998).  Furthermore, a sub-LMA is defined as the area of the LMA within 30 miles of the central or core community.  In this study, we examine the Ft. Dodge sub-LMA where even smaller aerial units such as zip codes or collections of zip codes are of interest.  Hence we seek to partition the zip codes in the Ft. Dodge/Webster County laborshed into a naturally exhaustive partition to explore the potential availability of workers for employment in Ft. Dodge at an aggregate level.

2.  DATA SUMMARY AND ORGANIGATION

To achieve our goals, we need to use the information from the survey data.  We began by importing the original survey results file, labor.xls, into Microsoft Access to inventory the records and variables.  Our initial purpose was to examine which of the variables were important for our aggregate level analysis and which could be disregarded.  

To conduct an aggregate level analysis, we chose to aggregate survey results at the zip code level.  Since many of the zip codes had sparse counts, we explored a variety of different aggregations of these zip codes.  We felt that three zones, each comprised of zip codes, would provide enough data to perform the statistical analysis described in the sequel and allow a meaningful practical interpretation.

We provide overall counts by employment status (employed, unemployed, homemaker, retired) and by zone in Table 5.  We also assembled willingness to change employment, distance from Fort Dodge, and the travel time to Fort Dodge by zone.  See Figure 1 for details on the aggregation mechanism which took the individual respondents in the survey aggregated to the zip code level and finally to the zone level.  We also calculated the total adjusted labor force for each of the zones with data from Laborshed Analysis (1999).  

We originally ran the models using the three-zone aggregation that IDM had developed (see Map 3 of Laborshed Analysis (1999)).  In this aggregation, zone 1 was the Fort Dodge zip-code, zone 2 consisted of the zip-codes that contributed significant labor to Fort Dodge and zone 3 comprised the zip-codes that contributed only a small amount of labor to the laborshed.  One possible drawback of this aggregation scheme is that its definition results in non-geographic aggregations.  In fact, we found that the average distance from zone 3 respondents to Fort Dodge was less than that of zone 2 respondents to Ft. Dodge. 


Figure 1: Data aggregation methodology 
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After finding sparse cell counts in zone 3 using the IDM developed zone aggregations, we decided to try an alternative grouping.  We preserved the three-zone idea, with the zip-code being the base geographic unit, but instead grouped them based on their Euclidean distance from Fort Dodge.  Initially, we defined Zone 2 as all zip-codes within 15 miles of Zone 1 (Fort Dodge), with Zone 3 being all of the zip-codes further out.  Unfortunately, it soon became clear that this aggregation again resulted in a dearth of data for zone 3.  We then assembled a second Euclidean distance aggregation scheme, moving zone 2 into the area within 5 miles of Fort Dodge.  This produced a more even data distribution amongst the three zones.  Figure 2 is a map presenting the zone aggregation of zip codes used in the Ft. Dodge Laborshed Analysis. Table 5 displays the 400 observed counts of surveyed individuals by employment status and zone while Table 6 presents the aggregation of each respondent’s willingness to change jobs to the zone level and by employment status.  Finally, Tables 7 and 8 show the respondent’s driving mileage and time to Ft. Dodge, respectively (aggregated to the zone level by employment status).

Figure 2 : Zip Code Aggregations used in the Poisson Regression Model
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Table 5 : Observed Counts used in Poisson Regression Model


Aggregated Employment Status Counts





Zone
Employed
Unemployed
Homemaker
Retired
Total

1
94
4
12
25
135

2
128
5
10
3
146

3
96
7
12
4
119

    Total
          318                   16                     34                32              400

Table 6: Willingness to Change/Regain Employment 

Zone
Employed
Unemployed
Homemaker
Retired

1
2.72
1.25
2.9
2.8

2
2.68
2.5
2.7
2.68

3
2.62
1.86
2.3
3

Table 7: Distance (miles) to Ft. Dodge


Distance in miles




Zone
Employed
Unemployed
Homemaker
Retired

1
0.00
0.00
0.00
0.00

2
19.64
16.46
19.40
21.11

3
26.38
27.00
27.33
26.67

Table 8: Driving time (minutes) to Ft. Dodge


Driving Time in minutes




Zone
Employed
Unemployed
Homemaker
Retired

1
0.00
0.00
0.00
0.00

2
21.42
17.96
21.16
23.03

3
28.78
29.45
29.82
29.09

2. POISSON REGRESSION MODELS

Economic count data are often modeled with a Poisson Regression.  A Poisson regression is a generalized linear model with dependent variable, the observed count by zone, and employment status together with the aforementioned covariates.  It is routinely fit by GLIM software available on the Mathematics Department Server, Nova.  Table 9 displays the data developed in the previous section.  The model for 
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 is the expected count by zone and employment status.  The covariates and the employment status groups are introduced into the model through the link function, namely:
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where 
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 is a vector containing the covariates, 
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 is a vector of corresponding model parameters, 
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 is the vector of employment status groups (employed, unemployed, homemaker, retired) and 
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 can then be explored for significance and interpreted.   Model choice and prediction are straightforward, since a Poisson regression, (2) and (3),  is a special case of a generalized linear model (see McCullagh and Nelder, 1989).
Table 9: Raw Data used in Aggregate Level Analysis

[o] GLIM 4, update 8 for Sun SPARCstation / Solaris 

[o]         (copyright) 1992 Royal Statistical Society, London

 [o] 

 [i] ? $LOOK zone employ ct change talf dist time

 [o]       ZONE    EMPLOY      CT      CHANGE     TALF    DIST    TIME

 [o]   1   1.000     1.000    94.000     2.720   12126.    0.00    0.00

 [o]   2   1.000     2.000     4.000     1.250   12126.    0.00    0.00

 [o]   3   1.000     3.000    12.000     2.900   12126.    0.00    0.00

 [o]   4   1.000     4.000    25.000     2.800   12126.    0.00    0.00

 [o]   5   2.000     1.000   128.000     2.680    9030.   19.64   21.42

 [o]   6   2.000     2.000     5.000     2.500    9030.   16.46   17.96

 [o]   7   2.000     3.000    10.000     2.700    9030.   19.40   21.16

 [o]   8   2.000     4.000     3.000     2.680    9030.   21.11   23.03

 [o]   9   3.000     1.000    96.000     2.620    5274.   26.38   28.78

 [o]  10   3.000     2.000     7.000     1.860    5274.   27.00   29.45

 [o]  11   3.000     3.000    12.000     2.300    5274.   27.33   29.82

 [o]  12   3.000     4.000     4.000     3.000    5274.   26.67   29.09
3. PRACTICAL RESULTS

For this phase of the analysis, we fit several Poisson regression models and provide an interpretation of one of them in this section.  The model presented has covariates: willingness to change jobs, zone and distance and driving time to Ft. Dodge aggregated to the each of the three zones forming 
[image: image55.wmf]X

 in (3).  Also, the employment status groups form 
[image: image56.wmf]W

 in (3).  We note that since the components of 
[image: image57.wmf]W

 in (3) are ordinal, a baseline level must be chosen (much like the proposed logistic regression at the individual level in section II.4).  We choose the baseline level to be 1=very likely to change jobs.  Hence, parameter estimates for the other levels are with respect to the very likely employment status group. 

 The results of this model fitting can be seen in Table 10.  The overall model does not fit well with a deviance of 24.92 on 3 degrees of freedom.  The deviance measures the goodness of fit of a particular model.  For normal data, it is exactly the sum of squared errors (SSE).  Hence, we want the deviance to be small.  

Table 10: Poisson Regression Model Fitting using GLIM

 [o]   probability distribution is POISSON

 [o]              link function is LOG

 [o]            scale parameter is 1.000

 [o] 

 [o] linear model:

 [o]     terms: 1 + CHANGE + TALF + DIST + TIME + ZONE + EMPLOY

 [o]           Estimate     Std Error    Variable

 [o]      1      -144.4       65.71      1

 [o]      2      -1.288      0.6000      CHANGE

 [o]      3    0.009383    0.004121      TALF

 [o]      4       59.55       34.35      DIST

 [o]      5      -55.05       31.56      TIME

 [o]      6       38.73       16.98      ZONE

 [o]      7      -4.471      0.7433      EMPLOY(2)

 [o]      8      -2.086      0.1922      EMPLOY(3)

 [o]      9      -1.856      0.2527      EMPLOY(4)

 [o] scale parameter 1.000

 [o] 

 [o] Scaled deviance is  24.92  on    3 d.f.   from  12 observations

 [o]   n.b. current and previous models are not necessarily nested

 [o] 


Inspection of the individual parameter estimates for the Poisson regression in Table 10 is now considered.   None of the estimates are strongly significant (the test statistic is the parameter estimate divided by its standard error).  The estimate for willingness to change being negative (-1.288) indicates that we expect fewer counts in the cells of Table 5 as people become more unwilling to change jobs.  The negative parameter estimate for driving time (-55.05) can be interpreted as we expect fewer cell counts as driving time increases.  The positive total adjusted labor force (TALF) parameter estimate (0.009383) indicates that the larger the TALF, the larger the observed count.  Finally, the positive distance to Ft. Dodge parameter, 59.55, means that more cell counts are expected as distance to Ft. Dodge increases.  This seemingly counterintuitive result may be attributable to multicollinearity;  driving time and distance are strongly correlated meaning that one is a proxy for the other.  Looking at them individually in a model (not presented), they provide exactly the same information.  They both have negative parameter estimates, individually, hence the positive coefficient for distance in Table 10 can be ignored.  


Finally, the negative parameter estimates associated with each of the three employment status groups (unemployed, homemakers, retired) are to be interpreted with respect to the baseline employed group.  The negative parameter estimates (-4.471, -2.086, -1.856) indicate that we expect far fewer (on the exponentiation scale) counts of unemployed, homemakers and retired than that observed for the employed.   Not surprisingly, unemployed is the smallest expected count, with homemakers and retired expected to give very similar expected counts.

4.  CONCLUSIONS


The aggregate level analysis was not very fruitful.  In spite of surveying 400 individuals in the Ft. Dodge laborshed, the Poisson regression models did not have enough data to provide meaningful results by employment status at the zone level.  Other datasets modeled similarly (gravity type models) use nearly the entire population; whereas 400 respondents represent less that 1% of the Ft. Dodge laborshed population.  

IV. Conclusion

We have shown an individual level correlation analysis to be a useful statistical tool in identifying which variables most influence a person’s desire to change employment.   We have provided interpretations from these models for each of the employment status groups.  Furthermore, we demonstrate a logistic regression with polytomous response model allows for the calculation of the weighted labor force for a particular set of job characteristics.  Unfortunately, the Ft. Dodge laborshed dataset was too sparse to allow the fitting of this model.  

At the aggregate level, we found the dataset was not rich enough to allow meaningful explanation for the observed employment status group counts by zone.  We suggest that all future laborshed analyses, based upon the results obtained from the Ft. Dodge laborshed data, should occur at the individual level.
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